
PRESENTATION 

Alberto: 

 

Of course. So it's a very informal presentation where I wanted to frame the topic of A I and force 
analysis, especially focusing on neurology, neurological diseases. But it it can be applicable to many 
type of fields. And it's a markedly technical exploration and in a sense that I wanted to understand 
what's the best approach in terms of A Ienhanced analysis of these diseases. 

 

So when uh we talk about this type of analysis, it's pretty clear when looking in the literature that it's a 
rapidly emerging field of research and it's seen as particularly promo uh promising and it's pretty 
similar to other biomarkers fields. So uh people are trying to find noninvasive biomarkers like liquid 
biopsy and cancer, for example, in order to get a diagnosis without invasive procedures for for the 
patient.  



 

And that's a uh pretty uh comprehensive evaluation of the field. You can see here that it's uh evaluating 
the type of source data on the left and the type of disease on the right that has been evaluated with 
voice biomarkers. And in particular on the left, you can see that there's a pretty uh homogeneous 
distribution between uh recorded speech RS free speech FS and other types of biomarkers. And this 
has been applied to different neurologic diseases, especially uh when, when talking about voice 
analysis. And if we go to the right, we can see that Parkinson's disease. A PD is the main uh domain 
where people have applied this type of analysis. It's particularly interesting because uh different 
modalities of evaluation have been applied to, to Parkinson's disease and it's more than 50% of uh the 
type of applications. Uh And that's why I I would try to focus on that. Uh with my, with my talk 

 

just to give a view of uh of the the entire topic. So let's go to the type of evaluation. And I don't want you 
to look at all the types of evaluations here. I just want you to get an idea of the heterogeneity and the 
variability of the types of evaluation both on the left when considering the type of software that has 



been used for the analysis and on the right when considering the type of statistical analys. So we are in 
a field where uh there's a huge variability and we will see where is the problem in this presentation? I 
will mostly focus on uh the current issues and how to solve them and how to find a solution uh to, to 
this type of issues.  

 

And it's a field that uh people are saying it's particularly interesting. But if we go and see uh in, in this 
uh recent book on Artificial Intelligence for Neurological Disorders. It's a 300 pages book and that's the 
Holy Subchapter on speech analysis. So, I mean, the field has a lot of room for evolution and we will 
need to understand what's the uh the best approach to identify this type of evolution. 

 

Just uh some bullet points to give you an overall view of the literature. I've done a comprehensive 
literature research. Uh but uh the different topics are really varied and the different techniques that 
have been employed in this field are extremely varied. And we can see that um people have tried to 
identify by the different types of vocal impairments in Parkinson's disease. For example, I'm using 
Parkinson's disease, for example, as a case study, but these can be applied to many other diseases 



and people are trying are trying to uh find a way to use smart phone uh to provide an adequate 
diagnosis. And uh there has been research showing that acoustic measurements are accurate to 
distinguish between patients. Parkinson's disease patients and control and even to stage the degree of 
disease of these patients. And uh we will see that there are different technical approaches in terms of 
the analysis of voice and Parkinson's disease and neurologic diseases.  

 

But of course, there are also limitations and confounding factors. Uh Some major limitations are the 
fact that current studies are usually uh small in quart size and have a huge general disability issue. Uh 
it's difficult to generalize the results and that's not useful when you're not just writing a paper, but your 
uh main outcome would be to get a, a device or an application that is actually uh usable in the clinical 
practice. And uh people are starting to test deep learning techniques in this setting. Uh But this is still 
uh a field in its infancy and we will see that it's different. And when we are speaking about uh text 
analysis or image analysis, we are really far behind when considering voice. And there are large scale 
studies like the Parkinson's speech initiative that is not being responsive in the last years. Uh that are 
uh is trying to uh use phone quality voice uh in order to diagnose patients with Parkinson's disease. But 
it's a difficult uh issue. It's particularly complex because we don't want to diagnose Parkinson. When it 
it's already advanced, we want to achieve an early diagnosis. And so the classification is particularly 
uh complicated.  



 

We will see that uh neural networks or even con convolutional neural networks are being used. So, uh 
what people are doing is using recurrent uh neural networks to use and analyze the voice as a signal as 
a temporal segment signal or a convolutional neural networks to analyze this pet program as an image. 
And so this has also proved to be particularly effective. 

 

But uh this is just a general overview of the different techniques I will just point out really recent 
articles to show you uh which are the current approaches and what's the problem here. 



 

So this is a very recent article that shows uh pretty good results. But you can see uh on the B text that 
the current approach is to manually increase uh the uh the sample size uh particularly considering the 
disease group with these modes, which is the sen sensitive minority over sampling technique. And 
then there is a feature selection, a recursive feature elimination and the selection of different machine 
learning algorithms that only work with numbers. So what you do is to try to find different features 
inside the voice of the patient and from these features. Uh And you use these features as numbers and 
you try to analyze these numbers using simple machine learning uh techniques. And this is an 
approach that people in image analysis were doing uh in 2008-2010 but have stopped doing since 
2012. We are, we are really far behind when considering voice. 



 

And another thing that I wanted to show you is that people are also trying to show that there's the 
possibility to um to analyze the voice of patients with the mobile. But uh what I want to focus on in this 
article is not the uh typical tables but this table here, you can see that it shows the accuracy and all 
the metrics when using a different data set uh from the data set used in the study. And you can see 
that the accuracy is approximately 50 55% which is really, really low. And it's not applicable for a 
diagnostic uh setting. And it's not even considered as a test. So we can see that there's a huge issue in 
terms of uh applicability to different data sets. And that's what we will need to do. 

 

And here another pretty recent article which I think is particularly useful because they show that by 
using stacked vowels, it's uh the result is more effective than by just using a single letter or uh by using 



a stopped pit uh with a single letter. So what we will need to do is to have an heterogeneous data set to 
have the right way to analyze this type of data set. So the right input which is heterogeneous input and 
then use a technique that is able to manage heterogeneous data and give consistent results. 

 

And here is one of the uh first comparisons of conventional machine learning techniques with deep 
learning. And we will see what's the main difference here. The main difference is that with deep 
learning or even with transformer based algorithms, you're not doing feature extraction. 

 



And another important concept is to think about multimodality. So we will need to do voice analysis. 
But in the most type of applications, people are trying to ST different types of evaluation that are even 
over voice itself in order to improve the diagnostic accuracy of the model. 

 

So just to give you a comparison with after different fields, what we have seen in uh in text. And this is 
uh this is typical with ChatGPT. For example, there we are having continuous updates. Yesterday was 
the last time that the algorithm has been updated. And what people in the research field of AI and TE 
were doing wars initially, machine learning with manual extraction of features and man manual feature 
selection. Then in 2012, with Alex net, people started using neural networks with automatic feature 
extraction and a record architecture. So here the clinician doesn't need to select feature. The feature 
selection is automatic and it's even more automatic when they started using transformers because 
this is a different architecture in terms of uh models in deep learning that allow to use automatic 
attention that is applied to the text, to the image, to the uh voice. And now what people are doing is 
having a foundation model. So a big model that is able to manage different types of inputs. 

 

And this is pretty similar when considering image, there is been the same type of evolution from 
manual feature extraction and machine learning to deep learning to transform it and foundation 
models. 

 



 

So uh what I'm guessing is that we will need to probably envision the potential evolution even if AI in 
voice. And even considering that we might consider uh starting to analyze voice with neural networks. 
Of course transform it which is a new architecture or even build a foundation model for voice. 

 

And how would it work? Uh The potential approach would be to collect a data set for pathological and 
normal voice and perform with deep learning or transformers a large scale super self supervised 
learning. What is self supervised learning, self supervised learning is a way to pass in the input without 
any annotation. And what the algorithm does is to remove part of the information and to ask another 
part of the algorithm to feel the part of the information that has been removed. In this way, the 
algorithm builds an understanding of the input and is able to uh summarize the input in a 
mathematical model. And that's a foundation model. So that from voice, it's possible to have numbers 
that represents the voice and with these numbers which are voice embeddings, it's possible to uh 
perform classification tasks with different potential outcomes and different potential algorithms. But 
the heavy lifting of the field is done by the vision uh the voice foundation model which gives a correct 
representation of the voice. So uh it's a particularly technical uh presentation. I I know and I'm 
absolutely open to questions, but I wanted to see uh what's missing right now in the literature and 
what we can do with a large scale effort in order to get something meaningful for the clinical setting. 
Thank you. Thank you very much. 

 



DISCUSSION 

Mieke: 

Alberto is nice, very nice presentation. Very nice overview. Um Does anyone has a question for 
Alberto? Anyone of the audience? OK. Not yet. So what I wanted to ask to you is um you, you um you 
just go back to slide 18 (last slide). Can you share slide 18 again? Yes, this one. So you have here the 
Voice Foundation model. Uh And you talked about um and that is very important that features are 
transformed to numbers because we are dealing with an algorithm with a mathematical algorithm. 
This deals with numbers. So we must represent features as numbers. And this is quite easily done in 
the acoustics. But um as you recall the uh my presentation in our first very first biomarker committee 
meeting, I was aiming or my ambition was aiming towards representing the multidimensionality of 
voice into numbers. So not only the acoustic dimension but also the aerodynamics, which is not hard 
to do, but also the self assessment, the perception and so on. How do you see that working? 

Alberto: 

Uh I think that's a pretty interesting question and that's basically uh how foundation models are used 
right now. Uh The main uh the main outcome when using a foundation model is that you are basically 
able to transform the input to embeddings. And what's interesting there is that when you have 
embeddings, I mean, uh I I will go a bit more technical here. Embeddings are hyper dimensional 
vectors. So there are uh these vectors can be represented as a point in a hyper dimensional space. 
And that is located according to the characteristics of the input. And what's interesting uh about 
embeddings is that the embedding space is the same regardless of the inputs. So you can transform 
embeddings from voice, you can transform embeddings from images, you can transform embeddings 
for any type of input and it will go directly in the same uh hyper dimensional space. So that's uh how 
multimodal models are built. So for example, when you're uh thinking about models that are able to 
process the word cat and are able to process the image of a cat, uh They will have foundation models 
that will create embeddings for the image and for the world and the image and the world will be really 
close in the latent space, which is this hyper dimensional uh concept. So I think that when thinking 
about voice, we should think about voice, yeah, about H dynamics but also as all the other 
components, articulation uh and the intonation, use of voice in general and try to extract these 
characteristics. And then if we will have other inputs, multimodal inputs, it will also be possible to get 
embeddings from these inputs and include them in a multimodal model. So what we want, we, I think 
that what we would want to do is to be able to work with different inputs. And this is the best way to 
work with different inputs. OK. But um we still need to quantify a qualitative feature. Uh No, actually, 
that's the advantage of foundation models. Uh People are trying to uh use this type of approach 
because it's human naive. What you do is to create a representation of the input and use this 
representation of the input in order to uh apply a classifier to the representation. What's the issue right 
now with the current field is that we are selecting uh different type of inputs. Uh Pit frequency Jitter, 
shimmer, et cetera. But uh it has been shown at least in text and images that when you start selecting 
features, you're reducing the diagnostic accuracy because the human brain is able to select just a 
small set of features. While when you do it automatically with a deep learning algorithms, it's possible 
to avoid selecting, avoid bias and go directly to the result. But it it depends on the different approaches 
that you want to, to have.  

 



Mieke: 

But, but um what I wanted, um what I'm curious about is how would you deal with a self assessment 
like a voice hand appendix or a perception like the Rabai? That is what I mean with. We still have to 
quantify a certain quality or not. 

Alberto: 

Uh It's possible to uh add different inputs to the algorithm and it's pretty useful to do it. I would 
basically just quantify even subjective in indexes and add them to the algorithm when you have a 
foundation model, you can add all the data, which is categorical data, which is uh NPL. So language 
which is we can be image et cetera and you just pack all the data together. I think that the uh 
subjective perception could increase the diagnostic accuracy uh in some certain settings. But what 
people are seeing right now is that uh when using inadequate representation of inadequate input, you 
get really good results. So even just with voice itself, it would be possible to get really good results. But 
uh that's why I'm trying to propose a foundation models, a model in this term in order to be able to add 
any kind of input. But in these terms, uh the selection of input is also essential. Of course. 

Mieke: 

Yes. And that is something we can discuss in the next committee meeting after the C MC of Ramona. 
Yeah.  

Alberto: 

Yeah. 

Mieke: 

OK. But any anyone else because I am talking the whole time and Alberto is talking the whole time. But 
please, shoot. 

Mette: 

As far as I know there has been no prospective randomized control trials about this. Exactly, nothing, 
nothing. So there's nothing that we can use in our clinics. Exactly. Not yet. Not yet. We are elaborating 
on that matter. But the next question is of course, how is your, how, how, what is your, your perspective 
to make this? 

Alberto: 

Uh So I uh I would say that uh we will need to think in terms of frameworks, if we want to think about uh 
certain applications uh in the clinics, I mean, starting from the last component in order to get 
application in the clinics, you need approval from the EMA and FDA. Uh because right now diagnostic 
uh artificial intelligence algorithms are considered as a type two device, a class two device. And so it 
needs significant regulatory scrutiny. And starting from there, we can uh understand that we will need 
to have something really solid, which is probably focused on something very specific because that's 
something that DEA is focused on. And potentially it's using the core of a foundation model in order to 
get a small setting, uh a small diagnosis or something diagnostic in a small setting. And in order to get 
that, uh fortunately, it's not needed to have randomized clinical trials. Uh the EMA and the FDA are 
quite open for that. They are usually open to, to preliminary approval or 5 10-K approval for the FDA 
and and it's a bit easier than with drugs, for example, but there is no application yet in, in this. So I 



mean that it's a long path to get approval for a clinical device because it's a clinical device when 
speaking about artificial intelligence. And I think that the only way to do it is to identify a specific 
clinical issue, uh a specific clinical objective and ensure that we are able to deliver an algorithm with 
sufficient uh diagnostic capability. 

Mieke: 

OK. Other, other questions? OK. 

Neveen: 

Can I ask a question? Uh When I was reviewing the literature, I noticed that some studies uh uh 
determined that the, the, the voice analysis data were based on uh vowels, some other uh were based 
on a certain sentence they utter, you know that. So that's how we, we are going to, to, to add as an 
input uh can differ from uh different languages that differ from different countries. Does it influence 
the, the, the, the, the output? Uh does the AI interfere with the, would it influence, what's the, the AI 
interpretation of these data? Different languages, different power, a vowel or uh content? 

Alberto: 

Yeah, that's a really interesting uh topic and it's a pretty uh complex issue because people are trying to 
use for example, simple vowels in order to take away the complexity of different languages. But by 
using vowels, it's not as easy to uh perform an analysis of articulation, which is particularly interesting 
and useful in many neurological disorders. Uh So the issue here, I think that with a very large 
foundation model, it would be possible to even take into account the differences in different languages 
and still get an adequate classification even with sentences. But I think that we are not yet at a scale 
that would allow that. So we will need to decide whether to go with simple inputs like stacked vowels, 
for example, or which is more complex than, than a simple power and simpler than a sentence, which 
is language dependent and try to get some results from there. But I mean, we will need to discuss 
about that. Uh I think that language is a pretty uh important issue when dealing with that and 
sentences, uh each language as a different structure as a different structure, even in terms of 
articulation. And if we are not able of getting a huge model, it's difficult that the model can take into 
account these differences and take away the variability. 

Mieke: 

Yes, I, I agree with that. I think that we really should think about the difference of voice related 
biomarkers or speech related biomarkers. So articulation language, this is speech. And actually, if we 
are continuing a thorough voice related biomarker model, then we have to stick to vowels. But the 
question mark is this possible? So we have to discuss that in our next meeting. 

 


